Preliminary analysis of aspects of some WTO ecommerce proposal

Introduction
This analysis examines some of the implications of some aspects of the ecommerce proposals made at the World Trade Organization (WTO) by the European Union (EU) et al, Japan and the USA. There is currently no mandate to negotiate ecommerce rules at the WTO. At the WTO, the current mandate is merely to examine various ecommerce issues. However, at the WTO Ministerial Conference in Buenos Aires from 10-13 December 2017 (MC11), there is a proposal to begin negotiations on ecommerce rules (presumably such as those in this paper).

They include investment rules that go beyond the WTO’s Agreement on Trade-Related Investment Measures (ie TRIMS+), even though investment is not an issue that can be negotiated in the Doha Round. None of these proposals include any special and differential treatment or exceptions for least developed countries (LDCs).

Restrictions on local content requirements
The EU et al and perhaps MIKTA have proposed disciplines on ‘local content requirements’ subject to appropriate public policy exceptions.

---

* By Sanya Reid Smith, Legal Advisor, Third World Network, 10 December 2017.
* See for example JOB/GC/97/Rev.3, JOB/GC/100 and JOB/GC/94. These WTO documents are available from https://docs.wto.org/dol2fe/Pages/FE_Search/FE_S_S001.aspx. For the purposes of this note, the WTO proposals without any exceptions will generally be used.
* They took note of the key message re negotiating disciplines on localisation and since three of the MIKTA countries (Mexico, Korea, Turkey) are part of the EU et al’s proposal where disciplines on localisation include on local presence requirements, that may be what they intend.
This is also in the Trans-Pacific Partnership (TPP)\(^d\) and was proposed in the Multilateral Agreement on Investment (MAI)\(^d\) which was never concluded due to strong opposition.\(^6\)

‘local content’ has not been defined in their proposals. An expert on international investment agreements (IIAs) notes that ‘Domestic content can be interpreted broadly as covering measures that can be satisfied through domestic expenditures on labor, services, and/or goods. . . In particular, as can be seen in the excerpt from the Japan-Mongolia FTA, IIAs often contain (1) restrictions on requirements to use local providers of goods; (2) restrictions on requirements to use local providers of services; and (3) restrictions on targets for “domestic content”. In order for “domestic content” to have any meaning in the treaty, it is arguable that it goes beyond use of domestic goods and services, and also prohibits targets on use of domestic labor or other expenditures.\(^7\)

If this covers both goods and services, then this is more restrictive than TRIMS, because TRIMS only applies to goods.\(^5\) Even if it only applies to goods, it is TRIMS+ because:

- It does not have the transition period that least developed countries (LDCs) at the WTO still have for TRIMS\(^8\). For example under WTO rules, an LDC can still require that a hotel (whether operated by a foreign or local company) buy its food, towels and sheets from local companies; but this would not be possible under this proposal which does not include any exceptions for LDCs.
- It does not allow for developing countries to have another transition period for TRIMS (which is being negotiated at the WTO\(^9\)).
- ‘The TRIMs Agreement incorporates exceptions in the GATT, including the GATT’s general exceptions, an exception for government procurement, and certain flexibilities for developing countries’\(^10\). Will these WTO exceptions apply to these proposed ecommerce rules?

‘According to British Petroleum (BP) and Anglo American, for example, they spent an estimated 87% and 64%, respectively, of total value created on suppliers in 2014. These expenditures dwarf tax and royalty payments which, for BP and Anglo American, amounted to 2% and 11%, respectively. These figures help explain why governments are increasingly seeking to require or encourage extractive industry firms to purchase goods and services from domestic providers.’\(^11\) If agreed to, these TRIMS+ proposals would mean that benefits such as those outlined below would not be available to WTO Members, unless relevant exceptions are agreed:

- Studies have shown that TNC affiliates in developing countries tend to buy the bulk of their inputs from their parents or other associated suppliers and hence generate few domestic linkages. . . Local content requirements, therefore, may force TNCs to identify nascent local capabilities and provide them with know-how and technology. . . A number of theoretical and empirical studies have shown local content requirements to have welfare-improving and favourable developmental effects for host countries. . . Balasubramanyam (1991) argues that the dynamic benefits resulting from local content requirements such as the development of local supplier capabilities far outweigh the short-run welfare losses that they may impose. . . Lahiri and Ono (1998) develop a partial equilibrium model of an oligopolistic industry and show that local content requirements imposed on foreign firms increase employment in host countries.’\(^12\)

For example ‘When oil was first discovered offshore in 1969, Norway did not have the expertise to supply offshore oil rigs. But within roughly thirty years, companies were sourcing more than 50% of capital inputs and more than 80% of operations and maintenance inputs from Norwegian firms. The acquired expertise has also enabled Norwegian firms to expand into export markets, with exports comprising nearly half of their sales by the early 2000s. Norway achieved these results through a mix of various measures. In 1972, for example, Norway passed the Royal Decree, requiring all operations to source from Norwegian companies unless the Norwegian suppliers were not competitive in terms


\(^e\) Eg under existing TRIMS rules, an American television (TV) station in Turkey cannot be required to buy Turkish television screens for its offices.
of quality, service and price. The 1985 Petroleum Act further stipulated local content provisions to be used when allocating licenses in the North Sea. As a result of these measures, Norway provided preferential treatment to Norwegian companies in all bidding rounds between 1974 and 1994. It is estimated that in 2014 the oilfield services industry was one of the largest contributors to the Norwegian economy with 1,100 companies employing 122,000 people. In addition, even restricting requirements to use local goods/services may be interpreted more broadly, for example: ‘As suggested in at least one arbitral decision, IIA provisions preventing requirements on investors to use or accord a preference to local providers of goods or services may prohibit measures requiring R&D, headquarters, or other operations to be located in the host country’ or education and training.

Furthermore, in the Mobil v NAFTA case, the investor-to-state dispute settlement (ISDS) ‘tribunal seemed to equate domestic expenditures on services (even intra-firm expenditures) with purchase or use of services from local providers.

Implications for local culture on TV etc

If the restrictions on local content apply to services (eg requiring a foreign hotel to use local cleaning/accounting/advertising companies), this may prevent WTO Members from requiring television stations to broadcast locally made programs for a certain number of hours per day, unless it is covered by ‘appropriate public policy exceptions’. These kinds of local content requirements in television (TV), radio, cinemas and in advertising are used by a number of WTO Members (such as Australia and Malaysia) to ensure that local culture and languages are reflected in these media instead of US TV programs which are often cheaper due to the large audience in the USA covering the costs of production, eg:

In submissions to the Australian government in the lead-up to trade negotiations, Australian government film agencies noted that:

‘If subject only to commercial considerations, many local cultural industries would be quickly replaced by those from countries with greater financial muscle due to their multinational presence, market dominance and significantly larger populations. In particular, the United States dominates global trade in cultural goods and services.

Australia's demographics and isolation are inescapable realities that mean our domestic audience base alone cannot sustain the arts, entertainment and audio-visual industries, therefore these will always need indirect and direct Government support.

"Government support for the sector is therefore provided in areas of greatest market failure - those links in the value chain where activity would not occur, or would fall to levels likely to threaten industry sustainability in the absence of subsidy.” . . . Australia's unique demographic and geographic position dictate that market forces alone are rarely sufficient to allow cultural organisations and individuals to be fully self-sufficient. This is due to the inability of cultural industries to generate advertising revenue from a limited domestic market to recoup costs and sell cultural services.’

These concerns extend to advertising as well. For example ‘important social and cultural benefits accrue to the community from the television commercials quota:

• Commercials are cultural products and contribute to the overall Australianness and character of the television viewing experience;

---

6 Since producers of TV programs often make advertisements as well and cross-subsidise their production of dramas, comedies, documentaries etc from the revenue they make from making commercials, see below.

• The production sector for commercials substantially overlaps and is interdependent with the production sector for film and television. Total deregulation of the commercials sector will have a significant impact on the capacity of the production industry to produce Australian films and television programs.\textsuperscript{18}

Requirements to have locally made programs on TV and radio and a certain number of days showing locally made films in cinemas/year have been a politically sensitive issue in a number of countries. For example:

• Korea, had a requirement for cinemas in Korea to show Korean movies for 146 days each year which has helped the Korean film industry to grow to its current strength.\textsuperscript{19} However it was a controversial precondition to even start its USFTA negotiations that this had to be halved to only 73 days/year\textsuperscript{20} (so that American movies could make more money in Korea by being shown in Korean cinemas for more days/year). U.S. movie producers and distributors then wanted a further reduction in the number of days Korean cinemas can be required to show Korean movies during the negotiations.\textsuperscript{21} In 2016, ‘In Korea, foreign programs may not exceed 20 percent of terrestrial TV or radio broadcast time or 50 percent of cable or satellite broadcast time determined on a semi-annual basis. Within those overall quotas, Korea maintains annual quotas that further limit broadcast time for foreign films to 75 percent of all films for terrestrial broadcasts and 80 percent for cable and satellite broadcasts. Foreign animation is limited to 55 percent of all animation content for terrestrial broadcast and 70 percent of all animation content for cable and satellite broadcasts. Foreign produced popular music is limited to 40 percent of all music content. Another quota, applied on a quarterly basis, limits content from any one country to 80 percent of the quota available to foreign films, animation, or music.’\textsuperscript{22}

• it was a campaign promise in New Zealand to have local content on TV, but when the party was elected, it was told it was not possible because of its services commitments at the WTO. The New Zealand Prime Minister said ‘We have unilaterally disarmed ourselves on trade but very few others have been so foolish. We’re now left with perfectly legitimate calls for local content and people saying ‘You can’t do that because of GATS’.\textsuperscript{23}

Restrictions on the ability to require use of local technology

The USA’s ecommerce proposal includes a TRIMS+ proposed ban on requirements to use local technology.\textsuperscript{24} This is something the US has recently included in the investment chapter of its free trade agreements such as the Trade In Services Agreement (TISA)\textsuperscript{25} and the TPP\textsuperscript{26} as well as being in the USA’s 2012 Model Bilateral Investment Treaty (BIT)\textsuperscript{27}. However in TISA, the TPP and the US Model BIT, this was on a negative list basis and there were also a few partial general exceptions. The USA’s ecommerce proposal at the WTO on this issue has no exceptions whether general or scheduled for each country (unlike some of its other proposed rules in the same document).

This proposal is a restriction on performance requirements. ‘Performance requirements are stipulations, imposed on investors, requiring them to meet certain specified goals with respect to their operations in the host country. They are and have been used by developed and developing countries . . . to enhance various development objectives.’\textsuperscript{28} Eg they can include requirements that foreign investors must buy inputs or employ locals from the country they are investing in (the ‘host country’) in order to maximise the benefits of the foreign investment for the host country’s economy and society including job creation, linkages to the local economy and diversification.\textsuperscript{29} Other performance requirement ‘policy aims include establishing and deepening linkages between foreign investment and the domestic economy that will promote domestic development; building local skills, capacity and employment; encouraging specific types of activities such as research and development (R&D) in the host country; securing domestic support for policies such as encouraging deployment of renewable energy; and promoting technology exchange between foreign and domestic companies.’\textsuperscript{30}

In the context of similar performance requirements in IIAs, an expert noted that ‘Although only a minority of IIAs contains express restrictions on performance requirements, those IIAs have deep and broad impacts.’\textsuperscript{31}
Restrictions on performance requirements can also undermine the ability to achieve the Sustainable Development Goals (SDGs).32

If accepted, this proposal would prevent WTO Members (eg Mauritius) from requiring companies from any country to buy and use Mauritian technology. This proposal seems to be aimed at policies such as China’s which was seen as an indirect local content requirement. China developed its own WLAN standard and for devices sold in China to gain access to public networks in the country, they must support this standard which is owned and controlled by a group of China-based chipset manufacturers. Therefore ‘the U.S. government, and industry saw this as a ploy to force companies to purchase chips from domestic Chinese manufacturers.’33 Direct requirements for locally made products as inputs are currently prohibited for WTO member countries (except LDCs) and this proposal would restrict WTO Members from following China’s example and circumventing this by requiring the use of local technology instead.

**Restrictions on technology transfer requirements**

The USA’s WTO ecommerce non-paper proposes a TRIMS+ total ban on technology transfer requirements for companies from any country.34 Whereas restrictions on technology transfer in the TPP’s investment chapter35 and US Model BIT36 are on a negative list basis and with some general partial exceptions. The USA’s ecommerce proposal at the WTO on this issue has no exceptions whether general or scheduled for each country (unlike some of its other proposed rules in the same document).

In 1989, of 31 developing countries studied, 11 had technology transfer requirements.37 An example of a technology transfer requirement is in Taiwan where ‘In some cases, the government gave approval for investment on the condition that the TNC help its domestic suppliers to upgrade their technology’.38 Similarly Norway developed expertise in supplying offshore oil rigs (see above) via various performance requirements including that ‘The licenses also included provisions requiring the transfer of skills and technologies to Norway’s infant domestic petroleum industry.’39

Local content rules had been a way of obtaining technology transfer in the past.40 A famous example is the Singer Sewing Machine Company which was allowed into Taiwan in 1964 on condition that Singer must buy 80% of the parts for the sewing machines from Taiwanese companies within one year.40 To achieve this, the company offered training seminars, provided standard blueprints to its parts producers, supplied them with tools and fixtures, and gave technical assistance and by 1967 Singer's exports used all locally made parts except needles for its straight stitch model.41 Since requiring local products as inputs is no longer allowed for WTO member countries (except LDCs, see above), countries may instead wish to require technology transfer directly (something which is still allowed by TRIMS), but this would be restricted by this proposal if it is accepted.

The US is even proposing a ban on requiring the transfer of a production process. An example of a production process could be how to plug an oil well. ‘the amount of knowledge required in production processes has grown remarkably.’42 and innovative firms are unwilling ‘to provide knowledge of their production processes to firms in developing countries’43, so without a requirement to do so, service suppliers are unlikely to willingly transfer their production processes.

This restriction on requiring technology transfer could be interpreted broadly to also include restrictions on requiring activities such as providing employee training.44

---

32 Eg Stephan Haggard and Yu Zheng, *Institutional Innovation and Private Investment in Taiwan*, ‘Singer was subject to stringent local content requirements that could only be met through effective technology transfer to suppliers’; [http://siteresources.worldbank.org/INTEXPCOMNET/Resources/Institutional_Innovation_and_Private_Investment_in_Taiwan.doc](http://siteresources.worldbank.org/INTEXPCOMNET/Resources/Institutional_Innovation_and_Private_Investment_in_Taiwan.doc)
Disciplines on local presence requirements

This appears to be part of the EU et al’s ecommerce proposal\(^5\) and perhaps MIKTA’s\(^6\).

The Trade In Services Agreement (TISA)\(^6\) and US free trade agreements (FTAs) such as the Trans-Pacific Partnership (TPP)\(^7\) have restrictions on a negative list basis on local presence requirements. The EU et al and MIKTA note that these proposed restrictions on local presence requirements can be subject to appropriate public policy exceptions. It is not clear if they would also allow scheduled exceptions that are different for each WTO Member (eg on a negative list basis).

This proposed restriction would prevent a WTO Member (eg Pakistan) from requiring a service company from another country (eg the USA) to have a local presence (eg office/ branch/ company/ subsidiary etc?) as a condition of supplying a service to Pakistan, subject to appropriate (presumably agreed) public policy exceptions. This has a number of implications including that WTO Members would need to think carefully about all the laws, regulations and policies in all the current service sectors that can be affected by a lack of local presence (eg employment, taxation, financial regulation, fraud, consumer protection etc, see below) and try and get exceptions for all of them.

As the United Nations Conference on Trade And Development (UNCTAD) notes: ‘In some countries, a specific requirement, arising out of the particular nature of some services, is the local presence requirement. This is a kind of duty of establishment which requires a firm to place the business itself within a locally registered and licensed corporate entity.’\(^8\)

There are a number of reasons countries require local presence and some of these are noted below.

Some implications for employment generation

‘local presence requirements may be introduced to ensure more developmental benefits for the host country, for example, in terms of creating new jobs. A number of Canadian and United States free trade agreements (FTAs), in their services chapters, prohibit signatories from requiring a service provider of the party to establish or maintain a representative office or any form of enterprise in the territory of the other party as a condition of providing services in the territory of that latter party.’\(^9\)

An example of a country requiring local presence is ‘Samsung Electronics invested in Viet Nam to produce television sets, monitors and other home appliances to service the local market because Viet Nam requires foreign companies to establish production facilities in Viet Nam in order to sell their products to the Vietnamese market’\(^10\)

Some implications for the ability to effectively regulate the financial sector

If these proposed restrictions on local presence requirements apply to financial services, the issues raised below become relevant, including the World Trade Organization (WTO) Secretariat noting that:\(^11\)

- ‘The dramatic increase in the use of Internet in the last decade has led to a new organizational form in banking: the Internet-only or virtual bank. These banks do not have a branch network, but a limited physical presence, for example, an administrative office or facilities such as ATMs.’

- Challenges for regulators include ‘The changing financial landscape has brought with it new risks and challenges for financial institutions’ management, and for regulation and supervision. The major ones stem from increased supply of services across-border resulting from drastically lower transaction costs and the greater ease and speed of financial activities (Nsouli and Schaechter, 2002). Although these risks are not new, cross-border financial services can increase some of them, such as strategic, operational, reputational, and legal risks. . . Legal and regulatory risks arising from the supply of financial services electronically is another area of concern for financial services in general. Financial institutions can potentially expand the geographical scope of their

---

1 They took note of the key message re negotiating disciplines on localisation and since three of the MIKTA countries (Mexico, Korea, Turkey) are part of the EU et al’s proposal where disciplines on localisation include on local presence requirements, that may be what they intend.
services faster through electronic means than through traditional means (including establishment abroad). While some of these uncertainties pre-date the development of the Internet and affect traditional cross-border financial services, the use of the electronic delivery channel facilitates the offering of services on a cross-border basis and thus increases these challenges. For example, in some jurisdictions, banking supervisors may not have the authority to impose local licensing requirements on banks that provide cross-border e-banking services to local residents. The recent case of Icesave provides a dramatic example of the risks that may arise to consumers in host countries from the operations of foreign banks through a combination of delivery channels – Internet and branch form in this case.

According to UNCTAD, local presence requirements ‘can be the case, for example, with respect to financial services, where, the need for prudential supervision is difficult to achieve without the physical presence of the related assets of the businesses in the markets they serve. A further reason concerns the regulatory authorities’ ability to recover assets of suppliers, should the need to do so arise. As an alternative to local establishment, a country may allow foreign suppliers of services to operate in its markets as long as they provide a suitably large deposit to cover their potential liabilities with an institution within the host country, as determined by the host country government or a regulatory authority.’ Similarly, in the context of financial services, Philip Wood QC noted that ‘regulators cannot enforce their regulatory orders against foreigners unless they have a local presence or deposit caution money within the jurisdiction.’

Since some countries negotiating TISA have said they want the TISA rules brought into the WTO, if this occurs, this option to require a deposit in the host country would not be permitted for reinsurance if the Swiss proposal on prohibiting local collateral requirements in the TISA financial services annex is accepted without exceptions. Therefore if this proposal on local presence and the Swiss proposal prohibiting local collateral requirements are both accepted without the relevant exceptions, then in the example above, a US reinsurance company could provide reinsurance services in Pakistan without having a subsidiary, or branch, or any collateral held in Pakistan. If a claim on the reinsurance was then made in Pakistan (eg due to a natural disaster such as an earthquake) and the US reinsurance company did not or could not pay out (eg due to the size of the disaster), there would be no collateral/branches/subsidiaries’ assets to seize in Pakistan. Reinsurance companies have failed in the past.

As noted above, this proposal could also apply to financial services, even though:

- The WTO Secretariat notes that regulatory approaches in banking include the ‘Basel Concordat’: ‘However, practical problems arise when trying to enforce the Concordat principles to situations where a bank engages in cross-border e-banking activities and does not have a local physical presence.’

- This is being proposed as countries are still recovering from the global financial crisis, where some of the problems in this financial crisis were due to lack of sufficient local presence (see IceSave operating through branches instead of subsidiaries, discussed below).

- Some WTO Members such as New Zealand have been trying to get banks from other WTO Members to incorporate as subsidiaries instead of branches. For example:

---

1 Steps were ‘taken to try and get Westpac, in particular, to establish a New Zealand incorporated subsidiary, which was seen as being of particular importance because, as a branch, there was a concern that Australian depositors might be given priority in terms of the repayment of New Zealand deposits (reflecting the priority given under the Australian Banking Act).’ David Tripe, Centre for Financial Services and Markets, Massey University, 1 November 2012, Regulation in New Zealand Banking and Financial Services, http://www.nzfc.ac.nz/archives/2013/papers/updated/57.pdf
• A 2010 International Monetary Fund (IMF) paper advised that ‘in the absence of well-defined cross-border burden sharing arrangements, economies with large banking systems can help defray crisis risks through:
  o Effective regulation and supervision. This can be achieved through a more hands-on approach and/or more stringent regulatory ratios. Subsidiarization of foreign operations may also help in these types of economies by lowering fiscal and foreign currency risks, although other considerations are important for this choice. . .
  o The choice between foreign subsidiaries and branches largely reflected bank business decisions rather than lender of last resort considerations. These different ownership structures mattered for the potential fiscal liabilities of home countries over the crisis. Subsidiaries are independently capitalized and under the host country supervision, while home regulators are typically responsible for branches (particularly in Europe).

• A 2014 IMF paper on Cross-Border Bank Resolution:
  o Suggests that effective cross-border resolution ‘might include the establishment of self-sufficient subsidiaries and/or restrictions on intra-group flows, with a view to ensuring that entities in the group can operate—and be resolved—on a stand-alone basis. . .
  o From the perspective of financial stability, a branch structure unequivocally puts responsibility for soundness on the parent institution, while a subsidiary structure can limit losses at the host level, should the parent come under stress (given local capital and liquidity requirements). . .
  o Subsidiarization ex ante is likely to be a superior strategy to ring-fencing ex post. . .
  o Where small hosts cannot ensure their capacity to achieve these outcomes through ex ante agreements on cooperative resolution strategies and burden sharing, measures ensuring local operations are resolvable through structural requirements, such as requiring local capital and liquidity via subsidiarization or asset maintenance requirements for branches, may be appropriate.

• When British regulators accepted IceSave accounts through Landsbanki bank as a branch, they then had great difficulty in getting British deposits (by ordinary people and local governments) back when Landsbanki closed down in the current financial crisis. Even so, since there were branches with some assets in the United Kingdom (UK), when the British government used anti-terrorism laws to freeze assets in Landsbanki branches in Britain, that amounted to about 4 billion.

---

8 Eg ‘Recent moves towards greater reliance on subsidiarisation in several jurisdictions indicate that major national regulators are not convinced of being able to count on a favourable outcome for the single point of entry (SPE) approach [involving branches]. . . The IMF, while acknowledging the cost advantages of cross-border branching for some categories of banking group (in particular for those with primarily wholesale operations), has nonetheless drawn attention to the advantages of the subsidiary structure for the purpose of crisis management and resolution during banking crises (J. Fiechter, I. Otker-Robe, A. Ilyina, M. Hau, A. Santos, and J. Surti, Subsidiaries or Branches: Does One Size Fit All?, IMF Staff Discussion Note, 7 March 2011: chapter II). . . [countries have an] increasingly favourable view of subsidiarisation as the appropriate corporate form for cross-border banks, since this choice can be protective of a country's interests owing to the way in which the losses of an insolvent cross-border banking group are assumed in the jurisdictions in which loss-making entities are legally incorporated’, Resolution Strategies and Loss-Absorption Capacity for Systemically Important Banks, Andrew Cornford, http://www.networkideas.org/featart/feb2015/pdf/Resolution_Strategies.pdf

euros. Under this proposal, since governments could not even require branches (unless there is an exception), even this amount would not be available if a bank collapses.

- ‘By contrast, Swiss banks’ U.S. broker-dealers used for investment banking operations had to be independently capitalized subsidiaries, helping to cushion the blow to Swiss taxpayers when the crisis hit... The contrasting outcomes of resolutions of Icelandic bank subsidiaries versus branches suggest subsidiarization can lower fiscal risks for countries with large banking systems.'

Would the WTO’s prudential defence apply to these proposed ‘ecommerce’ rules? Even if it does, the prudential defence has been heavily criticised and a number of governments have found it necessary to fix it in their free trade agreements (FTAs), see below, so the WTO version may not be an effective safeguard.

**Some implications for other types of regulation**

‘Local presence is often a key element in assessing the applicability of domestic laws and protections to foreign companies. In the absence of a local presence obligation e-commerce companies could, therefore, insulate themselves from domestic laws (for better or worse). Cross-border duties and taxation of electronic services has also proven a controversial topic, with some claiming that digital service providers situated abroad attempt to bypass domestic tax structures applicable to competing services.’

Lack of local presence could also have implications for employment law and other aspects of government regulation. This is because for laws to be effective, they need to be enforceable. ‘And in general a nation can only enforce its laws against: (i) persons with a presence or assets in the nation’s territory; (ii) persons over whom the nation can obtain personal jurisdiction and enforce a default judgment against abroad; or (iii) persons whom the nation can successfully extradite.’ Since not all WTO Members have extradition treaties with each other and even where there are extradition treaties, they only apply to extraditable offences (which may only be criminal offences and even then may not include fraud, let alone civil fraud etc where cases are brought by the consumer who suffered the damage), option (iii) is unlikely to be sufficient. There are also restrictions on obtaining personal jurisdiction as the article written in the context of cyberspace ecommerce notes. Therefore restrictions on local presence can significantly reduce the ability of host governments to effectively regulate companies providing services.

**Cross-border data flow requirements and restrictions on data localisation requirements**

The WTO ecommerce proposals for cross-border data flows and restrictions on requirements to store data on local servers have a number of implications, below are just a few of them. Some countries prohibit certain data from leaving their country at all, while others allow it to leave their country as long as a copy is stored locally (eg see financial regulation and tax below).

**Value of data**

According to The Economist magazine, the world’s most valuable resource is no longer oil, but data.

Others say that data is the new oil. For example:

- Facebook generated $62.23 per US and Canadian user ($7.29/Asia-Pacific user) in 2016.
- A gambling group’s most valuable asset, at $1billion, was the data it has on the 45million customers who had joined its customer-loyalty programme over the previous 17 years.
- Payday loan applications that contained consumers’ Social Security numbers, account numbers, phone numbers, dates of birth and other personal information were sold for 50cents each to third party companies that used the data to commit fraud.
- General information eg age, gender and location is worth $0.50/1000 people.
How much data is available on each person?
The US government’s Federal Trade Commission found that: ‘one data broker’s database has
information on 1.4 billion consumer transactions and over 700 billion aggregated data elements;
another data broker’s database covers one trillion dollars in consumer transactions; and yet another
data broker adds three billion new records each month to its databases. Most importantly, data
brokers hold a vast array of information on individual consumers. For example, one of the nine data
brokers has 3000 data segments for nearly every U.S. consumer.’ 77

Data brokers have categories such as “Urban Scramble” and “Mobile Mixers,” both of which include
a high concentration of Latinos and African Americans with low incomes. Other potentially sensitive
categories highlight a consumer’s age such as “Rural Everlasting,” which includes single men and
women over the age of 66 with “low educational attainment and low net worths,” 78

Some concerning uses of big data

Big data is used in many ways, for example in machine learning (a type of artificial intelligence (AI)).
Russian President Putin: whoever leads in AI will rule the world. 79 The type of AI involving machine
learning (eg training it to identify cancer from scans etc) is based on data. 80 A few examples of
concerning uses of big data are:

• 5% of patients account for almost half of health costs, so health insurance companies want to
avoid insuring these sick people, or charge them more. 81 Therefore, companies were gathering
records from pharmacies and selling them to health insurers who could use the information to
reject health insurance applications from those with pre-existing conditions or charge them
more. 82

• A credit card company uses information that a couple is going through marriage counselling as a
signal that marital discord may spill over into financial distress and lower their creditworthiness. 83
Without access to the algorithm or source code showing what are the reasons for the fall in credit
scores or denial of credit, people cannot know why they were denied credit etc, see source code
paper.

• The US government did a series of studies of the risks of big data including privacy concerns and
discrimination in employment and access to credit etc, see Annex.

Reasons why governments may want to prevent cross-border data flows and require data to be stored locally

Governments have a number of reasons for requiring data to be stored locally. Some examples are
provided below.

Privacy

Given the concerns noted above about how data is used and sold, a number of countries have strict
privacy laws. The Australian government notes that Australian privacy law is harder to enforce if the
cloud provider is based overseas. 84 Due to these privacy concerns, Australia’s electronic health
records system therefore requires that the data remain in Australia and be processed in Australia. 85
Kazakhstan requires all personal data collected within Kazakhstan be stored within the country. 86

Security

Snowden’s leaked documents have shown that the U.S. government’s National Security Agency (NSA) has among other activities sent an agent to a technology company’s headquarters where they
installed U.S. government software on to the company server and downloaded data from there for
several weeks. 86 This would be facilitated if the data is stored in the United States because of cross-

---

border data flow requirements and prohibitions on requiring data to be stored locally are agreed to in any new WTO ecommerce rules.

A number of governments therefore have security concerns about sensitive data being held abroad. For example:

- South Korea greatly restricts the cross-border transfer of mapping data.
- The USA requires all cloud computing service providers that work for the Department of Defense (DOD) to store DOD data within the USA.
- ‘data is the most valuable resource for a nation today. It’s as valuable as the natural resources that India is blessed with. For instance, would it be okay for Aadhaar’s biometric data to be stored in a third country in an era where wars will no longer be fought with weapons but using tools of cyber warfare?’

**Enforceable regulation generally**

There are legal questions when the data is stored overseas, as noted above. For example: ‘Who governs the data stored abroad? Is it the law of the country in which data centre is located? Or the law of the country in which data centre provider is based? This legal issue of contracts that are perhaps subject to foreign courts can create huge problems for Indian companies in the event of a dispute.’

**Tax records**

The New Zealand government requires tax records stored on the cloud to be stored on a server in New Zealand and failure to do so is an offence punishable by a fine. However, using cloud computing to backup business records will not breach record keeping obligations, provided the primary business records are stored in New Zealand.

**Effective financial regulation**

US financial regulators wanted to preserve their policy space to require financial data to be stored locally because they ‘are worried that if U.S. banks store their data in foreign countries, the regulators might not be able to get that data back into the United States for oversight purposes.’ Then US Treasury Secretary Lew ‘explained that prudential regulators need to be guaranteed access to “timely and appropriate information” and there were times during the financial crisis they “were cut off.”’ Lew referenced the competing interests between preventing a non-tariff barriers and ensuring prudential regulators have access to information they need to supervise financial services firms active in the U.S. For example in the 2008 financial crisis, they needed to unwind positions held by Lehman Brothers when it collapsed but the data was held in Hong Kong and the IT systems had been switched off and the IT staff left, so this made it difficult for the US regulators to access the data needed.

The US Treasury has long opposed attempts to ban requirements to store financial services data locally.

Given the TPP’s restrictions on local data storage requirements, US financial regulators did not appear to think that the TPP’s prudential defence (copied from the WTO) would be sufficient to allow it to require financial data to be stored locally. This is not surprising given that the GATS prudential defence has a self-cancelling 2nd sentence (‘Where such measures do not conform with the provisions of the Agreement, they shall not be used as a means of avoiding the Member’s commitments or...')

---

obligations under the Agreement’),\(^9\) which the European Union (EU) has also found problematic enough to delete in its FTAs.\(^9\) Therefore even if the GATS prudential defence applied to the proposed ban on requiring data to be stored locally, it is unlikely to be sufficient. (In the TPP, financial data has been explicitly excluded from the prohibition on requiring data to be stored locally in the TPP’s ecommerce chapter).\(^6\)

**Annex: some US government concerns re big data**

The US government did a number of studies of the risks of big data and some of their findings are below. They found that big data is here to stay: ‘the technological trends of always-on networked devices, ubiquitous data collection, cheap storage, sensors, and computing power, will spur broader use of big data.’\(^9\)

‘Big data also introduces many quandaries...[big data] can also be used in ways that perpetrate social harms or render outcomes that have inequitable impacts, even when discrimination is not intended. Small biases have the potential to become cumulative, affecting a wide range of outcomes for certain disadvantaged groups... The big data revolution is in its earliest stages. We will be grappling for many years to understand the full sweep of its technologies; the ways it will empower health, education, and the economy; and, crucially, what its implications are for core American values, including privacy, fairness, non-discrimination, and self-determination.’\(^9\)

**Discrimination, predatory practices, exacerbating inequalities**

The Federal Trade Commission warned that the data currently being collected in categories which have been the basis for discrimination will be used for discrimination. ‘Some data brokers... sell marketing lists that identify consumers with specific health conditions, such as addictions and AIDS. The report also identifies marketing segments that focus on ethnicity, financial status, and health conditions. Examples of segments with apparent ethnic dimensions include “Metro Parents” (single parents who are “primarily high school or vocationally educated” and are handling the “stresses of urban life on a small budget”) and “Timeless Traditions” (immigrants who “speak[] some English, but generally prefer[] Spanish”). Nothing in the Commission’s report suggests that data brokers or their clients are running afoul of anti-discrimination laws. It is foreseeable, however, that data that closely follow categories that are not permissible grounds for treating consumers differently in a broad array of commercial transactions will be used in exactly this way.’\(^1\)

If big data ‘technologies are not implemented with care, they can also perpetuate, exacerbate, or mask harmful discrimination... there are great risks that the very same innovations could perpetuate discrimination and unequal access to opportunity as the use of data expands.’\(^1\)

‘The era of big data is also full of risk. The algorithmic systems that turn data into information are not infallible—they rely on the imperfect inputs, logic, probability, and people who design them. Predictors of success can become barriers to entry; careful marketing can be rooted in stereotype. Without deliberate care, these innovations can easily hardwire discrimination, reinforce bias, and mask opportunity.’\(^1\)

Big data ‘raises considerable questions about how our framework for privacy protection applies in a big data ecosystem. Big data also raises other concerns. A significant finding of this report is that big data analytics have the potential to eclipse longstanding civil rights protections in how personal information is used in housing, credit, employment, health, education, and the marketplace.’\(^1\)

‘We upload messages and photos over social media to stay connected to our friends; our phones transmit our specific locations to transportation apps; and information about who we are and what we

---


\(^{9}\) Art 14.1 TPP: definition of ‘covered person’ “does not include a “financial institution” or a “cross-border financial service supplier of a Party”
are interested in is collected by a wide variety of retail, advertising, and analytics companies. Supplying data to these services enables a greater degree of improvement and customization, but this sharing also creates opportunities for additional uses of our data that may be unexpected, invasive, or discriminatory. As data-driven services become increasingly ubiquitous, and as we come to depend on them more and more, we must address concerns about intentional or implicit biases that may emerge from both the data and the algorithms used as well as the impact they may have on the user and society.

Questions of transparency arise when companies, institutions, and organizations use algorithmic systems and automated processes to inform decisions that affect our lives, such as whether or not we qualify for credit or employment opportunities, or which financial, employment and housing advertisements we see.104

‘We must pay ongoing and careful attention to ensure that the use of big data does not contribute to systematically disadvantaging certain groups. To avoid exacerbating biases by encoding them into technological systems, we need to develop a principle of “equal opportunity by design”—designing data systems that promote fairness and safeguard against discrimination from the first step of the engineering process and continuing throughout their lifespan.’ 105

‘While this precise profiling of consumer attributes yields benefits, it also represents a powerful capacity on the part of the private sector to collect information and use that information to algorithmically profile an individual, possibly without the individual’s knowledge or consent. This application of big data technology, if used improperly, irresponsibly, or nefariously, could have significant ramifications for targeted individuals... Powerful algorithms can unlock value in the vast troves of information available to businesses, and can help empower consumers, but also raise the potential of encoding discrimination in automated decisions... While these scores may be generated for marketing purposes, they can also in practice be used similarly to regulated credit scores in ways that influence an individuals’ opportunities to find housing, forecast their job security, or estimate their health, outside of the protections of the Fair Credit Reporting Act or Equal Credit Opportunity Act.

Details on what types of data are included in these scores and the algorithms used for assigning attributes to an individual are held closely by companies and largely invisible to consumers. That means there is often no meaningful avenue for either identifying harms or holding any entity in the decision-making chain accountable. ... The steps taken by an algorithm are informed by the author’s knowledge, motives, biases, and desired outcomes. The output of an algorithm may not reveal any of those elements, nor may it reveal the probability of a mistaken outcome, arbitrary choice, or the degree of uncertainty in the judgment it produces. So-called “learning algorithms” which underpin everything from recommendation engines to content filters evolve with the datasets that run through them, assigning different weights to each variable. The final computer-generated product or decision—used for everything from predicting behavior to denying opportunity—can mask prejudices while maintaining a patina of scientific objectivity. ...

For all of these reasons, the civil rights community is concerned that such algorithmic decisions raise the specter of “redlining” in the digital economy—the potential to discriminate against the most vulnerable classes of our society under the guise of neutral algorithms.

Recently, some offline retailers were found to be using an algorithm that generated different discounts for the same product to people based on where they believed the customer was located. While it may be that the price differences were driven by the lack of competition in certain neighborhoods, in practice, people in higher-income areas received higher discounts than people in lower-income areas. ... Just as neighborhoods can serve as a proxy for racial or ethnic identity, there are new worries that big data technologies could be used to “digitally redline” unwanted groups, either as customers, employees, tenants, or recipients of credit. A significant finding of this report is that big data could enable new forms of discrimination and predatory practices. ...
Whether big data will build greater equality for all Americans or exacerbate existing inequalities depends entirely on how its technologies are applied in the years to come, what kinds of protections are present in the law, and how the law is enforced.  

‘The technologies of automated decision-making are opaque and largely inaccessible to the average person. Yet they are assuming increasing importance and being used in contexts related to individuals’ access to health, education, employment, credit, and goods and services. This combination of circumstances and technology raises difficult questions about how to ensure that discriminatory effects resulting from automated decision processes, whether intended or not, can be detected, measured, and redressed.’

‘A coalition of civil rights organizations announced a set of civil rights principles for the big data era, focused on stopping high-tech profiling, ensuring fairness in automated decisions, preserving constitutional principles, enhancing individual control of personal information, and protecting people from inaccurate data.’

‘It is often assumed that big data techniques are unbiased because of the scale of the data and because the techniques are implemented through algorithmic systems. However, it is a mistake to assume they are objective simply because they are data-driven.

The challenges of promoting fairness and overcoming the discriminatory effects of data can be grouped into the following two categories:

1) Challenges relating to data used as inputs to an algorithm; and

2) Challenges related to the inner workings of the algorithm itself.

Examples of 1):

- ignoring public transport options when calculating quickest route (even though it may be fastest, eg express train to the airport). Or
- out of date data or
- selection bias or
- ‘Unintentional perpetuation and promotion of historical biases, where a feedback loop causes bias in inputs or results of the past to replicate itself in the outputs of an algorithmic system. For instance, when companies emphasize “hiring for culture fit” in their employment practices, they may inadvertently perpetuate past hiring patterns if their current workplace culture is primarily based on a specific and narrow set of experiences. In a workplace populated primarily with young white men, for example, an algorithmic system designed primarily to hire for culture fit (without taking into account other hiring goals, such as diversity of experience and perspective) might disproportionally recommend hiring more white men because they score best on fitting in with the culture.’
- ‘Designers might select data that is of too much or too little granularity, resulting in potentially discriminatory effects.’

‘Each of these issues is critical to take into account in designing systems to deliver services effectively, fairly, and ethically to consumers and community members, or to influence processes like credit-granting, hiring, housing allocation, and admissions. Transparency, accountability, and due process mechanisms are important components of ensuring that the inputs to an algorithmic system are accurate and appropriate.’

Re 2) ‘The technical processes involved in algorithmic systems are typically unknown to a consumer, potential student, job candidate, defendant, or the public as they are often treated as confidential or proprietary to the entities that use them. . . This lack of transparency means that affected individuals—such as those who receive word that they will not receive a job offer, were denied admission to their college of choice, or will be denied a line of credit or lease—have limited ability to learn the reasons why such decisions were made and limited ability to detect and seek correction of any errors or bias if they do occur. It may even mean that certain individuals will be entirely excluded from certain opportunities—for instance, seeing particular advertisements for jobs, financial products, or educational opportunities and never discover that they were denied these opportunities. Such
situations can be complex and difficult to address, especially if the outputs are relied upon again in subsequent determinations. At a minimum, it is important to encourage transparency, accountability, and due process mechanisms wherever possible in the use of big data. Without these safeguards, hard-to-detect flaws could proliferate. Such flaws include:

- Poorly designed matching systems, . .
- Personalization and recommendation services that narrow instead of expand user options. . .
- Decision-making systems that assume correlation necessarily implies causation, whereby a programmer or the algorithmic system itself may assume that because two factors frequently occur together (e.g., having a certain income level and being of a particular ethnicity), there is necessarily a causal relationship between the two. Assuming a causal relationship in these circumstances can lead to discrimination.
- Data sets that lack information or disproportionately represent certain populations, resulting in skewed algorithmic systems that effectively encode discrimination because of the flawed nature of the initial inputs. Data availability, access to technology, and participation in the digital ecosystem vary considerably, due to economic, linguistic, structural or socioeconomic barriers, among others. Unaddressed, this systemic flaw can reinforce existing patterns of discrimination by over-representing some populations and under representing others.

An additional area that presents challenges for further study is a genre of computer science known as machine learning—the “science of getting computers to act without being explicitly programmed.” Complex and often inscrutable even at times to their programmers, machine learning models are starting to be used in areas such as credit offers, entrepreneurial funding, or hiring. As these methods continue to advance, it may become more difficult to explain or account for the decisions machines make through this process unless mechanisms are built into their designs to ensure accountability. Using the principle of “equal opportunity by design” and grounding engineering with sound ethical and professional best practices will also help mitigate discriminatory results over time and increase inclusion.¹¹³

Implications for access to credit

- ‘Consumers with less experience dealing with large institutions or complex data products may be particularly vulnerable to these data accuracy and transparency challenges . . . As algorithms develop to measure creditworthiness in new ways, it will be critical to design and test them with similar concerns in mind and to guard against unintentionally using information that is a proxy for race, gender, or other protected characteristics. . .
- When such decisions are made within computationally-driven ‘black box’ systems, traditional notions of transparency may fail to fully capture and disclose the information consumers need to understand the basis of such decisions and the role that various data played in determining their credit eligibility. . .
- The shortage of studies on these new scoring products is a potential cause for concern because of the complexity and proprietary nature of these new products. If poorly implemented, algorithmic systems that utilize new scoring products to connect targeted marketing of credit opportunities with individual credit determinations could produce discriminatory harms. This is particularly concerning because the rapid pace of evolution in the credit sector, especially combined with ongoing advances in data science, makes it difficult for researchers and consumers alike to identify discrimination and take steps to prevent it.’¹¹⁴

Implications for employment

‘Resume-database websites provided a place where individuals and companies could gain access to opportunities and talent. To deal with the sudden influx of candidates, companies looking to hire also
turned to new ways of rating applicants, using analytical tools to automatically sort and identify the preferred candidates to move forward in a hiring process.

With this change, the task of identifying and scoring applicants began to shift from industrial psychologists and recruiting specialists to computer scientists, through the use of algorithms and large data sets. . . because they are built by humans and rely on imperfect data, these algorithmic systems may also be based on flawed judgments and assumptions that perpetuate bias as well. Because these technologies are new, rapidly changing, difficult to decipher, and often subject to proprietary protections, their determinations can be even more difficult to challenge. . .

Data-analytics companies are creating new kinds of “candidate scores” by using diverse and novel sources of information on job candidates. These sources, and the algorithms used to develop them, sometimes use factors that could closely align with race or other protected characteristics, or may be unreliable in predicting success of an individual at a job. For example, workers who were unemployed for long periods during the recent economic downturn may have a harder time re-entering the workforce because candidate-scoring systems that consider “length of time since last job” can generate scores that send negative signals to potential employers that are unrelated to job performance.

Similarly, one employment research firm found commuting distance to be one of the strongest predictors of how long a customer service employee will stay with a job. If algorithmic systems were trained to rely heavily on this factor without further consideration, they could end up discriminating against the candidates who, while otherwise qualified, happen to live in areas that are further away from the job than other candidates. While the factor of commuting distance was ultimately disregarded in this particular study out of concern for how highly it might correlate with race, other employers might overlook such important factors. Other common hiring criteria, such as credit-worthiness (also the work of algorithms) and criminal records, compromise the validity of these tools if they inaccurately or inadequately reflect an individual’s qualifications. Implementation of such systems with an eye to their broader effects on fairness and equal opportunity is therefore essential.

Finally, as described earlier, machine-learning algorithms can help determine what kinds of employees are likely to be successful by reviewing the past performance of existing employees or by analyzing the preferences of hiring managers as shown by their past decisions. But if those sources themselves contain historical biases, the scores may well replicate those same biases. For example, if machine-learning algorithms emphasize the age that a candidate became interested in computing compared to their peers, cultural messages and assumptions that associate computing with boys more often than with girls could promote environments where more boys than girls are exposed to computers at an earlier age, thereby skewing later hiring patterns toward more male hires, even though a company’s hiring goals may be focused on gender equality. Similar concerns could emerge regarding age discrimination, since older workers may be less likely to have grown up with home computers. Further, hiring algorithms that emphasize the need for a four-year college degree, or even a particular field of study or degree can leave out highly qualified, talented individuals who might not have those specific qualifications and could instead come into the job opportunity through on-the-job training or emerging alternative training and apprenticeship models—or who might have a four-year degree but in a different field than the ones sought by the algorithmic systems. . . It is critical to the fairness of American workplaces that all companies continue to promote fairness and ethical approaches to the use of data tools and ensure against the perpetuation of biases that could disfavor certain groups. .

**Implications for education**

In making admissions decisions, institutions of higher education may use big data techniques to try to predict the likelihood that an applicant will graduate before they ever set foot on campus. Using these types of data practices, some students could face barriers to admission because they are statistically less likely to graduate. Institutions could also deny students from low-income families, or other students who face unique challenges in graduating, the financial support that they deserve or need to afford college. This, in turn, creates a concern that as schools rush to cut costs, some applicants might
face greater barriers to admission if they are considered unworthy of the extra resources it would take to keep them enrolled. One significant predictor of whether or not a student will graduate from college is family income, and the use of big data in this case may discriminate against students from lower-income families.¹¹⁶

**Implications for criminal justice**

‘it is important that data and algorithmic systems not be used in ways that exacerbate unwarranted disparities in the criminal justice system. For example, unadjusted data could entrench rather than ameliorate documented racial disparities where they already exist, such as in traffic stops and drug arrest rates.

Those leading efforts to use data analytics to create and implement predictive tools must work hard to ensure that such algorithms are not dependent on factors that disproportionately single out particular communities based on characteristics such as race, religion, income level, education, or other data inputs that may serve as proxies for characteristics with little or no bearing on an individual’s likelihood of association with criminal activity. For instance, when historical information is used with predictive algorithms to direct patrols, prior arrest data could be used to advise beat officers to patrol certain areas with greater frequency or intensity. If feedback loops are not thoughtfully constructed, a predictive algorithmic system built in this manner could perpetuate policing practices that are not sufficiently attuned to community needs and potentially impede efforts to improve community trust and safety. For example, machine learning systems that take into account past arrests could indicate that certain communities require more policing and oversight, when in fact the communities may be changing for the better over time.

Moving forward, law enforcement agencies could work to account for these issues: transparency and accountability on data input and processes, a focus on eliminating data that could serve as proxies for race or poverty, and ensuring that bias is not replicated through these tools are key steps.’¹¹⁷

**Privacy**

‘Signals from home WiFi networks reveal how many people are in a room and where they are seated. Power consumption data collected from demand-response systems show when you move about your house... This trend toward ubiquitous collection is in part driven by the nature of technology itself. Whether born analog or digital, data is being reused and combined with other data in ways never before thought possible, including for uses that go beyond the intent motivating initial collection. The potential future value of data is driving a digital land grab, shifting the priorities of organizations to collect and harness as much data as possible. Companies are now constantly looking at what kind of data they have and what data they need in order to maximize their market position. In a world where the cost of data storage has plummeted and future innovation remains unpredictable, the logic of collecting as much data as possible is strong.

Another reality of big data is that once data is collected, it can be very difficult to keep anonymous. While there are promising research efforts underway to obscure personally identifiable information within large data sets, far more advanced efforts are presently in use to re-identify seemingly “anonymous” data. Collective investment in the capability to fuse data is many times greater than investment in technologies that will enhance privacy.

Together, these trends may require us to look closely at the notice and consent framework that has been a central pillar of how privacy practices have been organized for more than four decades. In a technological context of structural over-collection, in which re-identification is becoming more powerful than de-identification, focusing on controlling the collection and retention of personal data, while important, may no longer be sufficient to protect personal privacy. In the words of the President’s Council of Advisors for Science & Technology, “The notice and consent is defeated by exactly the positive benefits that big data enables: new, non-obvious, unexpectedly powerful uses of data.”¹¹⁸
we live in a world where data collection is nearly ubiquitous, where data retention can be functionally permanent, and where data analysis is increasingly conducted in speeds approaching real time. While there are promising technological means to better protect privacy in a big data world, the report’s authors concluded these methods are far from perfect, and technology alone cannot protect privacy absent strong social norms and a responsive policy and legal framework.

Privacy, the US President said, “has been at the heart of our democracy from its inception, and we need it now more than ever.” This is even truer in a world powered by big data.

The Working Group recommended strengthening privacy protections in various ways, including for non-US citizens.

Furthermore, for students, President Obama said that “[D]ata collected on students in the classroom should only be used for educational purposes—to teach our children, not to market to our children. We want to prevent companies from selling student data to third parties for purposes other than education. We want to prevent any kind of profiling that puts certain students at a disadvantage as they go through school.” So the proposed new Student Digital Privacy Act is based on Californian law that would prevent companies from selling student data to third parties for purposes unrelated to the educational mission and from engaging in targeted advertising to students based on data collected in school.
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